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ABSTRACT

We consider data-visualization systems where a middleware layer
translates a frontend request to a SQL query to a backend database
to compute visual results. We study the problem of answering a
visualization request within a limited time due to the responsive-
ness requirement. We explore optimization options of rewriting
an original query by adding hints and/or doing approximations
so that the total time is within the time constraint. We develop
a novel middleware solution called Maliva based on machine
learning (ML) techniques. It applies the Markov Decision Process
(MDP) model to decide how to rewrite queries and uses instances
to train an agent to make a sequence of decisions judiciously
for an online request. We give a full specification of the tech-
nique, including how to construct an MDP model, how to train
an agent, and how to use approximation rewriting options. Our
experiments on both real and synthetic datasets show thatMaliva

performs significantly better than a baseline solution that does
not do any rewriting, in terms of both the probability of serving
requests interactively and query execution time.

1 INTRODUCTION

As a powerful way for people to gain insights from data quickly
and intuitively, visualization is becoming increasingly important
in the Big Data era. A common architecture to support data
visualization has three tiers: a backend database, a middleware
layer, and a user-facing frontend. The middleware translates a
visualization request to a query (typically in SQL) to the database
and sends the query answers to the frontend to display. This
architecture is widely used due to its benefits of supporting in-situ
analytics at the data source, and utilizing the database’s built-in
capabilities of efficient storage, indexing, query processing, and
optimization. Responsiveness is critical in these systems [6, 10, 29],
and a request needs to be served within a time budget, e.g., 500𝑚𝑠 .
This requirement is especially challenging when the data volume
is large, and the user request has ad-hoc conditions on attributes
of various types.

In this paper, we study the problem of answering visualiza-

tion requests with a predetermined time constraint. We focus on
middleware-based solutions, with the advantage that they treat
the backend database as a black box without changes, and can
leverage the computing capabilities to do in-situ analytics. We
consider both rewritings that return exact results and rewrit-
ings that return approximate results. As a motivating example,
consider a system that visualizes social media tweets on the US
map with a time constraint of 500𝑚𝑠 . Its backend database has a
tweets table with attributes Content, Location, and CreateAt.

Equivalent rewriting options. Suppose a user asks for a
spatial heatmap of tweets containing the keyword covid on the
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Database

Traditional middleware

SELECT BIN_ID, COUNT(*) 
  FROM tweets  
WHERE Content contains "covid" 
AND Location in ((-124.4, 32.5), 
   (-114.1, 42.0)) 
AND CreateAt on Nov-26-2020 
GROUP BY BIN_ID(Location); 

(a) The original SQL query takes
3.35𝑠 .

Database

Maliva: ML-based middleware

/*+ Index-Scan( CreateAt ) */ 
SELECT BIN_ID, COUNT(*) 
  FROM tweets  
WHERE Content contains "covid" 
AND Location in ((-124.4, 32.5), 
   (-114.1, 42.0)) 
AND CreateAt on Nov-26-2020 
GROUP BY BIN_ID(Location); 

(b) A rewritten query with a hint
takes 0.33𝑠 .

Figure 1: Equivalent rewriting option: adding query hints helps the

database compute results within a time budget (500𝑚𝑠).

Thanksgiving day of 2020 in a region. The middleware creates
a SQL query shown in Figure 1(a), which takes 3.35 seconds
to execute. For this query, the physical plan generated by the
database uses the keyword to access the inverted index on the
Content attribute to retrieve candidate records, then filters them
using the other two conditions. If we rewrite the query to an
equivalent query by adding a hint (Figure 1(b)), the rewritten
query takes only 0.3 seconds, as the hint helps the database
generate a more efficient physical plan that uses the temporal
filtering condition to access the B+ Tree index on the CreateAt
attribute.

Approximation rewriting options. Figure 2(a) shows an-
other visualization request on a larger region, which takes at
least 4.28𝑠 for the database to run, no matter what hints we add.
In this case, we rewrite the query by using random sampling,
resulting in an approximation query that takes only 0.45𝑠 to run
(see Figure 2(b)).

Why does the database fail? For the query in Figure 1(a),
there are many reasons the database can fail to generate an effi-
cient plan. One is the estimation error of the query cost due to
an underestimation of the keyword covid’s selectivity. The cost-
estimation problem in optimizers is notoriously hard [31]. For ex-
ample, in our experiments (Section 7), out of the 602 visualization
queries that had at least one physical plan that could finish within
500𝑚𝑠 , PostgreSQL failed to choose an efficient plan for 269
queries due to its cost-estimation errors. Although there are many
higher-accuracy estimators such as [17, 35, 37, 47, 56, 67, 68],
their higher estimation cost prevents them from being adopted
by a general-purpose database to meet the visualization need.
In particular, for OLTP queries that need to be finished within
milliseconds, spending tens of milliseconds for the cost estima-
tion is unacceptable. A key observation is that for visualization
applications where requests come with a time constraint, the
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Database

Traditional middleware

SELECT Id, Location 
  FROM tweets  
WHERE Content contains "covid" 
AND Location in ((-132.6, 27.7), 
                          (-103.5, 40.0)) 
AND CreateAt on Nov-26-2020; 

(a) The query takes 4.28𝑠 (no hints
can reduce it).

Database

Maliva: ML-based middleware

SELECT Id, Location 
  FROM sample_tweets
WHERE Content contains "covid" 
AND Location in ((-132.6, 27.7), 
                          (-103.5, 40.0)) 
AND CreateAt on Nov-26-2020; 

(b) A rewritten query using a sample
table takes 0.45𝑠 .

Figure 2: Approximation rewriting option: rewriting the query to com-

pute an approximate result within the time constraint.

middleware can afford to spend more time (e.g., 300ms) on the
cost-estimation using the high-accuracy estimators to find effi-
cient plans (e.g., within 50ms), while it can still answer requests
within a given time constraint (e.g., 500ms).

Challenges.Wemay enumerate all possible rewritten queries
by applying different hints to a given query. We then use one of
the aforementioned query-time estimators (łQTEž for short) to
estimate the execution time of these rewritten queries and choose
the most efficient one. There are several challenges in using this
approach in the context of interactive visualization. (C1) A main
challenge is that the cost of estimating the execution time of a
rewritten query can be significant given a tight time constraint.
For example, in Bao [35], estimating the execution time of all
rewritten queries for one original query can take up to 230𝑚𝑠

in their experiments. (C2) Another challenge is the uncertainty
caused by the estimation error of the QTE, and the fact that
the backend database may or may not follow the provided hints
to generate a physical plan. (C3) The third challenge is quality.
For queries without equivalent rewritten queries that can meet
the time constraint, approximate rewriting options need to be
explored. It is critical to maximize the quality of the result while
ensuring the query time is within the time constraint.

We address these challenges by introducing a novel machine-
learning-based technique calledMaliva, which stands for łMa-
chine Learning for Interactive Visualization.ž The technique for-
mulates themiddleware task as aMarkovDecision Process (MDP).
For a given time budget, we train an MDP agent to balance the
planning time and the execution time of the rewritten queries. By
learning from previous experiences, the MDP agent judiciously
explores different rewriting options, so that the total time (includ-
ing planning and query execution) is within the time limit. (We
address challenge C1 in Section 4.) Using reinforcement learning
to train the models, Maliva can handle the uncertainties intro-
duced by the inaccurate time estimation and the fact that the
database could ignore the query hints. (We address challenge C2
in Section 5.) By considering visualization qualities of rewritten
queries in the reward design of the MDP model,Maliva makes
the best effort to maximize the result’s quality while ensuring the
query time is within the time limit. (We address challenge C3 in
Section 6.) Our experiments show thatMaliva has a much higher
chance (70×) than the original query to generate an execution
plan such that the total time is within a time limit. Interestingly,
it can also reduce query execution time. Both improvements

show the significant benefits of adding learning capabilities to
the middleware to support responsive visualization.

The rest of the paper is organized as follows. After formulating
the middleware query-generation problem in Section 2, we give
an overview of Maliva in Section 3. We present the details of
this MDP-based solution, including its states, actions, transitions,
and rewards (Section 4). We present how Maliva trains an MDP
agent offline and uses it to generate a rewritten query online
(Section 5). We generalize the MDP-based solution to be quality-
aware by considering approximation rewriting (Section 6). Lastly,
we report the results of a thorough experimental evaluation of
Maliva to show its performance and benefits (Section 7).

1.1 Related Work

Visualization is a broad topic studied in many communities, and
here we focus on efficiency-related works. A survey [15] summa-
rized studies on interactive data analytics and visualization, and
there are several recent studies on this topic [22, 24, 26, 50].

Approximate Query Processing (AQP). There are many tech-
niques for computing approximate answers to queries [7, 12,
16, 27, 41, 45, 46, 48, 52, 62, 72, 73]. These approaches focus on
developing approximation solutions to compute high-quality
visualization. Existing solutions can be adopted as approxima-
tion rules in Maliva, such as Sample+Seek [12], which generates
error-bounded visualization results by running queries on a small
sample table.

Datacube-based approaches. Related studies include [10, 11,
21, 23, 28, 30, 40, 65]. In these approaches, the predefined cube
intervals cannot support visualization queries with arbitrary nu-
merical range conditions. The proposedMaliva system efficiently
computes results for visualization queries with arbitrary conjunc-
tive selection conditions.

Progressive visualization. There are solutions to show visual-
ization results progressively [7, 9, 10, 14, 20, 39]. For instance,
DICE [10] uses random and stratified samples to present an ap-
proximate result and then incrementally updates the result. These
progressive visualization systems can adopt the proposedMaliva

middleware to further optimize the intermediate queries to in-
crease their efficiency.

Prefetching-based approaches. Techniques including [1, 5, 53,
69] accelerate visualization queries by prefetching or caching
their results. For example, ForeCache [5] divides visualizations
into tiles and prefetches them based on predicted user behaviors.
Maliva is orthogonal to these techniques, and it can be adopted
by them to further optimize the database queries.

Visualization using big data systems. These techniques use
Hadoop, Spark, andHive to support visualizations [7, 8, 13, 58, 70].
For instance, HadoopViz [13] and GeoSparkViz [70] use Hadoop
and Spark to generate high-resolution visualizations. Their focus
is on offline construction, not on an interactive visualization for
queries with ad-hoc conditions. The proposedMalivamiddleware
technique is complementary to these solutions.

ML for visualization. A survey by Wang et al. [63] summarized
studies of applying ML techniques to different stages during
the whole visualization pipeline. Examples are [32, 64] for data
cleaning and preparation and [19, 33, 51] for visualization rec-
ommendation. Our proposed system focuses on applying ML
techniques to solve performance issues at the middleware.

ML-based query optimization.ML has recently used in database
optimizers [25, 35ś37, 54, 61, 71], selectivity estimation [17, 47],
and cost estimation [56]. Comparison with Bao: The recent
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Bao technique [35] uses hints to generate optimized queries by
modeling the optimization as a multi-armed bandit problem. It
applies Thompson sampling to minimize the training time and
maximize the accuracy of its neural-network-based query time
estimator (QTE). We have a detailed discussion about the differ-
ences betweenMaliva and Bao in Section 6.3. We also conducted
extensive experiments in Section 7 to compare their performance,
and the results showMaliva outperformed Bao in various metrics
(See Section 7.6).

2 PROBLEM FORMULATION

Visualization architecture. We consider a typical three-tier
data-visualization system that consists of a backend database, a
middleware layer, and a frontend. For each frontend visualization
request, let 𝑄 be the original SQL query for the request. Let 𝜏
be a time limit that quantifies the expected responsiveness of
the system. Ideally, we want the total delay, from the time the
user submits a request to the time the result is shown on the
frontend, to be within 𝜏 . The original query 𝑄 may not meet
the time-limit constraint when the backend database cannot
generate a physical plan that is fast enough. To solve this problem,
Maliva rewrites 𝑄 with two kinds of options: query hints and
approximation rules. By adding a query hint to 𝑄 , Maliva can
help the backend database generate an efficient physical plan
that computes the result within the time limit. For expensive
queries where no physical plan can meet the time limit,Maliva

can add an approximation rule to the original query such that the
backend database computes an approximate result to trade the
visualization quality for responsiveness. Note that the proposed
approach also works in a more general setting of approximate
query processing (AQP) where a time constraint is given.

Query hints. A query hint in a database is an addition to
the SQL standard that instructs the database engine on how to
execute the query. For example, a hint may tell the engine to
use or not to use an index (even if the query optimizer would
decide otherwise) [18]. A query hint does not change the se-
mantic meaning of the query, i.e., the result computed by the
database engine with the hint remains the same. Databases such
as AsterixDB [2], MySQL [42], Oracle [44], PostgreSQL [49], and
SQL Server [55] support a variety of query hints. For example, in
Figure 3(b),Maliva adds two hints + Index-scan(t CreateAt) and
Nest-Loop-Join(t u) to the original query. They suggest the engine
to use the index on the CreateAt attribute to scan the table t,
and do a nest-loop join on tables t and u.

(a) Original Query (Q)

SELECT BIN_ID, COUNT(∗)

FROM tweets t, users u

WHERE t.Content contains "covid"

AND t.Location in ((-124.4, 32.5),

(-114.1, 42.0))

AND t.CreateAt on 'Nov-26-2020'

AND u.TweetCnt in [100, 5000]

AND t.user_id = u.id

GROUP BY BIN_ID(t.Location);

(b) Rewritten Query (RQ)

/∗+ Index−scan(t CreateAt),

Nest−Loop−Join(t u) ∗/

SELECT BIN_ID, COUNT(∗)

FROM tweetsSample20 t, users u

WHERE t.Content contains "covid"

AND t.Location in ((-124.4, 32.5),

(-114.1, 42.0))

AND t.CreateAt on 'Nov-26-2020'

AND u.TweetCnt in [100, 5000]

AND t.user_id = u.id

GROUP BY BIN_ID(t.Location);

Figure 3: A original query and a rewritten query.

Approximation rules. An approximation rule is a method to
rewrite the original SQL query to compute an approximate result,

and the new query takes less time. There are various approxima-
tion rules available in database systems, such as adding a łLimitž

clause, applying a SQL-standard łTableSamplež operator on a
table, or substituting a table with a smaller table randomly sam-
pled from the original table. For example, in Figure 3(b), Maliva

rewrites the original query by substituting the table tweets with
a sample table tweetsSample20 with 20% randomly selected
records.

Now we formally define rewriting options, rewritten queries,
and the query-rewriting problem.

Definition 2.1. (Rewriting Option) Let𝐻 be a set of query-hint
sets and𝐴 be a set of approximation-rule sets. A rewriting option
(łROž for short) is a tuple (ℎ, 𝑎), where ℎ ∈ 𝐻 and 𝑎 ∈ 𝐴. Note
that both ℎ and 𝑎 can be the empty set ∅.

For instance, the rewriting option in Figure 3(b) is a tuple with
a query-hint set of łuse the index on CreateAt and do a nest-loop
join on t and už and an approximation-rule set of łsubstituting
the table tweets with the sample table tweetsSample20ž. We
assume the user-defined candidate set of rewriting options does
not contain invalid query-hint sets or approximation rules. A
query-hint set is considered to be invalid if it contains conflicting
hints, e.g., Nest-Loop-Join(t u) and Hash-Join(t u).

Definition 2.2. (Rewritten Query) Given an original SQL query
𝑄 and a rewriting option 𝑅𝑂 , a rewritten query (łRQž for short)
is a new SQL query generated by applying 𝑅𝑂 onto 𝑄 . If 𝑅𝑂 =

(∅, ∅), then 𝑅𝑄 = 𝑄 .

For example, Figure 3(b) is a rewritten query for the original
query in Figure 3(a).

Query-rewriting problem. Given a visualization request’s
original SQL query 𝑄 , and a time limit 𝜏 , we want to generate a
rewriting option, such that the total time of the corresponding
rewritten 𝑅𝑄 , including planning and query execution, is within
𝜏 and the quality of 𝑅𝑄’s result is maximized. To quantify the
quality, we assume a given visualization quality function 𝐹 . Let
𝑟 (𝑄) be the result of the original query𝑄 and 𝑟 (𝑅𝑄) be the result
of the rewritten query 𝑅𝑄 . Then 𝐹 (𝑟 (𝑄), 𝑟 (𝑅𝑄)) computes the
quality of 𝑟 (𝑅𝑄).

In Sections 3, 4, and 5, we study the case of using query hints
only (i.e., without changing query results). In Section 6, we study
the case where approximation rules are also used.

3 MALIVA: ML-BASED QUERY REWRITING

We now introduce the middleware technique called łMalivaž to
solve the aforementioned query-rewriting problem. We first give
an overview of the technique, then use an example to explain the
details.

Overview. As illustrated in Figure 5, Maliva rewrites the
original SQL query to answer a visualization request within a
time budget. It considers a predefined set of rewriting options,
which we denote as Ω = {𝑅𝑂1, . . .}. For each 𝑅𝑂𝑖 , the rewritten
query is denoted as 𝑅𝑄𝑖 . The set of candidate rewritten queries
is Φ = {𝑅𝑄1, . . .}.

Maliva has a Query Rewriter that enumerates possible RQs and
uses a Query Time Estimator (QTE) to estimate the execution time
of each of them. The Query Rewriter uses the best effort to choose
an RQ such that the total time, including the planning process
and query execution, is within the time budget 𝜏 . Such an RQ is
called viable. The middleware then sends the rewritten query to
the database. The Query Result Handler sends the retrieved result
to the frontend to visualize.
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0 30 90 150 Time (ms)

RQ Index on 
Content

Index on 
CreateAt

Index on 
Location

RQ0 ✘ ✘ ✘
RQ1 ✘ ✘ ✓
RQ2 ✘ ✓ ✘
RQ3 ✘ ✓ ✓
RQ4 ✓ ✘ ✘
RQ5 ✓ ✘ ✓
RQ6 ✓ ✓ ✘
RQ7 ✓ ✓ ✓

RQ Estimation 
Cost

Estimated 
Time

RQ1 30 1300
… … …

RQ5 60 N/A
… … …

RQ7 120 N/A

RQ Estimation 
Cost

Estimated 
Time

RQ1 25 N/A
… … …

RQ5 90 N/A
… … …

RQ7 150 N/A

RQ Estimation 
Cost

Estimated 
Time

RQ1 30 1300
… … …

RQ5 60 1000
… … …

RQ7 60 N/A

* Hint of using (✓) or not using (✘) index in a rewritten query.Agent

450Estimate
RQ1

Estimate 
RQ5

Estimate 
RQ7 Run RQ7

Figure 4: The Query Rewriter acts like an agent who makes a sequence of decisions to generate a rewritten query (with a total time ≤ 500𝑚𝑠). At time

0, the agent considers rewritten query 𝑅𝑄1 due to its low estimation cost (estimated 25𝑚𝑠 , the actual 30𝑚𝑠 is updated once 𝑅𝑄1 is explored). After

estimating its execution time (1, 300𝑚𝑠), the agent knows that 𝑅𝑄1 is not viable since the total time is longer than 500𝑚𝑠 . The estimation of 𝑅𝑄1 affects

the costs for estimating 𝑅𝑄5 and 𝑅𝑄7. The agent explores 𝑅𝑄5 and then 𝑅𝑄7. With the estimated execution time being 300𝑚𝑠 and the elapsed time

being 150𝑚𝑠 , 𝑅𝑄7 is decided as a viable rewritten query because the total time (450𝑚𝑠) is within 500𝑚𝑠 .

Frontend Maliva-based Middleware

MDP-based Query Rewriter

Database

Rewritten
Query  

RQi

 Estimated
Time  
of RQi

…

Statistics

Query Results Handler
Results

Visualization

Request

Visualization

Results

  Query Time Estimator

Rewritten

Query

Data

Figure 5: Overview of Maliva.

Naïvely enumerating all available RQs in Φ is computationally
prohibitive due to two reasons. First, the cost of Query Time

Estimator to estimate the execution time of a rewritten query
is not negligible. For instance, in some cases it could take up
to 70𝑚𝑠 [56] on a 7𝐺𝐵 dataset or 300𝑚𝑠 [67] on a 10𝐺𝐵 dataset.
Second, the number of RQs increases exponentially when the
number of applicable indexing choices increases. For example,
consider a selection query on a table with filtering conditions on
𝑚 attributes, and the database has an index on each attribute. The
number of query-hint sets in 𝐻 would be 2𝑚 , since the database
can use any subset of the 𝑚 indexes to do filtering and then
intersect the record lists to compute the final result. Therefore,
the Query Rewriter needs to balance the exploration time for
query estimation and the execution time of each chosen RQ to
find a viable RQ.

An example.Maliva views query rewriting as a Markov de-
cision process (MDP) [57] and adopts machine learning (ML) to
solve this problem. We use the running example in Section 1 to
illustrate how Maliva uses an MDP agent to make a sequence
of decisions to find a viable RQ. For simplicity, we assume the
rewrite-options (RO) set to involve query hints only. We will gen-
eralize the technique to consider approximation rules in Section 6.
As shown in Figure 4, a query has three selection conditions on
three attributes, and each of which has an index. Suppose in
the set 𝐻 of query-hint sets, each attribute has a query hint of
using or not using the index. Thus, we have 23 = 8 query-hint
sets to choose from. The agent makes a sequence of decisions to
estimate the execution times of several rewritten queries and find
a viable one 𝑅𝑄7 (that uses the indexes on all three attributes).
Next, we present the details of this MDP-based technique.

4 MDP MODEL FOR ADDING QUERY HINTS

In this section, we present the details of using an MDP model in
Maliva to solve the query-rewriting problem and discuss how to
implement the Query Time Estimator (QTE).

4.1 MDP Model for Query Rewriting

MDP [57] is a formalization of sequential decision-making prob-
lems where an agent learns to achieve a goal from interaction
with an environment. At each time step, the agent is in a state
𝑠 , and chooses an action 𝑎 available in state 𝑠 . The environment
transits the agent to a new state 𝑠 ′, and gives the agent a corre-
sponding reward 𝑅(𝑠, 𝑎). To train an MDP agent is to find a good
policy 𝜋∗ such that if the agent follows the policy to choose an
action for each state, it maximizes the total reward.

We use the MDP model to solve the query-rewriting problem.
For simplicity, we first focus on the case where rewriting options
do not contain any approximation rules, which means no rewrit-
ten queries have quality loss. We will generalize the technique to
consider approximation rules in Section 6. Without considering
quality loss, the MDP agent learns to maximize the chance of
finding a viable rewritten query for a given visualization request.
The agent takes a sequence of actions, and each action chooses
an RQ to explore. That is, it asks the query time estimator (QTE)
to estimate the execution time of the RQ. The agent chooses an
RQ based on the current state, and considers the future cost it
needs to pay and the execution time of RQs already explored.
The agent gets a bonus if it finds a viable RQ, or a penalty if it
runs out of time. In the offline phase, by analyzing queries in
the training workload, the agent learns to maximize the chance
to receive a bonus. In the online processing phase, given a new
query, the agent decides which RQ to explore in each step to
receive a bonus in the end. Now we present the details of how to
use MDP to model the process of choosing RQs.

States. A state represents the past decisions, based on which
the agent decides an RQ to consider next. Suppose we are given
a predefined set of 𝑛 ROs, i.e., Ω = {𝑅𝑂1, . . . , 𝑅𝑂𝑛}. Correspond-
ingly, we have 𝑛 candidate RQs, denoted as Φ = {𝑅𝑄1, . . . , 𝑅𝑄𝑛}.
A state is a vector

𝑠 = (𝐸,𝐶1,𝐶2, . . . ,𝐶𝑛,𝑇1,𝑇2, . . . ,𝑇𝑛),

which includes three pieces of information, as shown in Figure 6.
(1) The elapsed time (𝐸) captures how much time we have spent.
(2) The estimation cost (𝐶𝑖 ) for each possible rewritten query
𝑅𝑄𝑖 captures how much time is needed for the agent to estimate
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its running time. Each 𝐶𝑖 is initialized with a rough estimation
collected offline and updated during the online planning phase.
Note that the MDP state does not require the initial 𝐶𝑖 values
to be accurate, and a rough estimation from history statistics
suffices. The actual estimation costs will be collected while the
MDP agent processes a query, as will be described soon in the
definition of Transitions. (3) 𝑇𝑖 is the estimated time for each
already explored 𝑅𝑄𝑖 . Each 𝑇𝑖 is initialized with a 0 value until it
is filled with an estimated execution time.

Estimation cost  
…

…

Elapsed 
time

Estimated time  
…

…State

Figure 6: An MDP state in Maliva.

We assume for each rewritten query 𝑅𝑄𝑖 , collecting the phys-
ical plan and its statistics (e.g., cardinality and cost estimations
of each operator) is done by the QTE, and its time is captured by
the MDP model’s estimation cost (𝐶𝑖 ). We assume the rewritten
queries’ physical plans and statistics are not available to the MDP
model. Thus, the proposed MDP model is general, and can be
applied to any query shape with any predefined query-hint set. A
natural question is that without the statistics of the explored RQs
stored in the state, how can the MDPmodel make a good decision
on which RQ to choose next? Our answer is that the execution
time of a rewritten query implicitly captures the statistics of the
physical operators (e.g., the cost of doing an R-Tree index scan on
the Location attribute). By keeping the estimated execution time
of each explored RQ in its state, the MDP model can learn the
correlations of the execution times between different rewritten
queries and make good decisions.

Actions. An action, denoted as 𝑎, is to explore an RQ next.
For each RQ, the agent asks the QTE to estimate its execution
time. Meanwhile, the agent needs to pay a cost as it takes time
for the QTE to extract query features, possibly by collecting
online statistics from the database, and running the estimation
model to do the estimation. In the running example, at time 0,
the agent decides to explore 𝑅𝑄1. It asks the QTE to estimate
𝑅𝑄1’s execution time.

Transitions. A transition function defines how the environ-
ment computes the next state, given the agent’s action in the
current state. Let the RQ considered by action 𝑎 in state 𝑠 be 𝑅𝑄𝑖 .
We define the transition function T as follows. First, the QTE
estimates the time of 𝑅𝑄𝑖 , and we add the estimated time𝑇𝑖 to the
state. Second, the estimation costs for other RQs could change.
In the running example, to estimate 𝑅𝑄1 that uses the R-Tree
index on the Location attribute, we need to collect the spatial
filtering condition’s selectivity on the Location attribute. To
estimate 𝑅𝑄5 that uses both the inverted index on the Content
attribute and the R-Tree index on the Location attribute, we need
to collect the selectivity values of the filtering conditions on both
attributes. After the agent takes the 𝑅𝑄1 action, we update the
estimation cost of 𝑅𝑄1 to be the actual time it costs and update
the estimated estimation cost of 𝑅𝑄5 by excluding the cost to
collect the selectivity value of the spatial filtering condition. As
shown in Figure 7, after estimating the time of 𝑅𝑄1, we add the
estimated time 1, 300𝑚𝑠 of 𝑅𝑄1 to the state, update the estimation
cost for 𝑅𝑄1 from the estimated 25𝑚𝑠 to the actual 30𝑚𝑠 , and
update the estimation cost for 𝑅𝑄5 from the previous estimated
90𝑚𝑠 to the new estimated 60𝑚𝑠 . Lastly, the estimation takes time

𝐶𝑖 , and we add it to the elapsed time so far to indicate how much

time the agent has spent exploring different RQs. Note that the

𝐶𝑖 is the actual cost of estimating 𝑅𝑄𝑖 , which could be different
from 𝐶𝑖 because 𝐶𝑖 is an estimated cost for estimating 𝑅𝑄𝑖 .
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Figure 7: Transition after estimating execution time of 𝑅𝑄1.

Rewards. A reward function defines the agent’s immediate
gain when it takes a particular action 𝑎 in a given state 𝑠 . In
our setting, consider two cases to compute the reward function.
(1) The first case is when the agent is at an intermediate state
where it still has time for planning but has not yet found a viable
rewritten query. In this case, the agent should not be awarded or
punished since it has not made a decision yet. Thus the reward
value is 0. (2) The second case is when the agent is at a termination

state where it decides the rewritten query ˆ𝑅𝑄 , runs it against the

database, and collects the execution time 𝑇 of ˆ𝑅𝑄 . In this case,
the agent should be awarded if the total time (including both the
planning time and rewritten query execution time) is less than
the time budget, or punished if the total time is more than the
budget.

The agent decides on a rewritten query by considering three
situations. The first one is that the agent finds an RQ to be viable
based on the estimation of the QTE before running out of time.
For example, in Figure 4, after spending 150𝑚𝑠 for planning,
the agent decides 𝑅𝑄7 as the chosen rewritten query, since the
predicted total time of 𝑅𝑄7 is 450𝑚𝑠 , which is within the 500𝑚𝑠

budget. The second situation is when the agent uses up the time
budget and has to stop planning. The third situation is when the
agent has exhausted all candidate rewritten queries and has to
decide which RQ to choose. In the latter two situations, the agent
chooses the fastest RQ known so far as the final decision.

Formally, suppose the generated rewritten query by the agent

is ˆ𝑅𝑄 and the actual running time of query ˆ𝑅𝑄 is 𝑇 . Then the
reward function R(𝑠, 𝑎) is defined as follows,

R(𝑠, 𝑎) =
(𝜏 − 𝑠 .𝐸 −𝑇 )

𝜏
, (1)

where 𝑠 .𝐸 denotes the elapsed time so far in state 𝑠 . If the total

time 𝑠 .𝐸 +𝑇 is less than the time budget 𝜏 , which makes R(𝑠, 𝑎)
positive, then the agent receives a reward. The faster the rewritten
query is, the larger the reward will be. On the other hand, if the
total time exceeds the time budget, which makes R(𝑠, 𝑎) negative,
then the agent receives a penalty. The slower the rewritten query
is, the larger the penalty will be. Thus, guided by the reward
function, the MDP model will learn to find an efficient rewritten
query as soon as possible.
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4.2 Query Time Estimator (QTE)

Take the sampling-based QTE described in [67] as an example. It
first builds an analytical cost model (e.g., linear regression model),
and uses it to estimate the execution time of a rewritten query
by collecting its statistics online. Specifically, it estimates the
selectivity values of the query conditions by running count(*)

queries on a small sample table, provides the values as input
features to the cost model, and uses the model’s prediction as the
query’s execution-time estimation. There are also other possible
solutions in the literature [37, 56, 68] that can be used by Maliva.
Note that QTEs are the focus of this paper, and Maliva leverages
a given QTE intelligently to balance the planning time and the
query execution time.

5 TRAINING AND USING THE MDP AGENT

In this section, we discuss how to train the MDP agent offline
inMaliva on a workload of visualization requests and use it to
generate a viable rewritten query online.

5.1 Training the MDP Agent

Suppose we have a workload of queries𝑊 = [𝑞1, 𝑞2, . . . , 𝑞𝑚].
Our goal is to find an optimal policy 𝜋∗ such that for any query
𝑞𝑖 ∈𝑊 , the agent following policy 𝜋∗ maximizes the chance to
generate a viable rewritten query. We adopt the deep Q-learning
algorithm [38] for finding an optimal policy for the MDP agent.
Its main idea is to use a neural network (called Q-network) to
represent a policy 𝜋 . Given an input of a state vector, the q-
network outputs a Q-value [66] for each possible RQ in the state.
A higher q-value means that the rewritten query is more likely
to be viable given the current information. More details of the Q-
network design can be found in the full version of this paper [3].
Its training process includes two main steps. The first step is
to generate a set of experiences by exploring different planning
sequences for queries in the workload repeatedly. The second is
to replay those experiences to update the q-network’s weights
gradually such that the q-network can approximate the q-values
of the optimal policy for each state-action pair.

Training an MDP agent for query rewriting. Algorithm 1
details how we train the MDP agent. To apply deep q-learning,
we generate the replay memory 𝑀 of experiences. For a given
visualization query workload𝑊 = [𝑞1, 𝑞2, . . . , 𝑞𝑚], we generate
a set of experiences. Each experience is a 4-tuple

(𝑠, 𝑎, 𝑠 ′, 𝑟 ′),

where the agent in a state 𝑠 estimates the time of the hinted
query represented by an action 𝑎 and observes the next state 𝑠 ′

with a reward 𝑟 ′. Note that different queries can have different
optimal policies. Our goal is to learn an optimal policy for the
whole workload. We let the agent explore all the queries in the
workload𝑊 in multiple iterations until the policy converges
or the number of runs exceeds a maximum threshold. In each
iteration, we shuffle the order of queries to reduce the bias caused
by earlier queries on the exploration direction of later queries.
For each query 𝑞 in𝑊 , we let the agent complete a sequence of
decisions. At each step, it selects an RQ to estimate. It pays the
cost to estimate the rewritten query’s execution time, transits
to the next state, and receives an immediate reward. The agent
repeats the process until it reaches a termination state (line 9) in
one of the three cases. The first case is when the estimated time
𝑇 (𝑎) of the rewritten query in action 𝑎 suggests it is potentially
viable, i.e., 𝑠 .𝐸 + 𝑇 (𝑎) ≤ 𝜏 . The second case is when the agent

Algorithm 1: Training an MDP agent

Input: A query workload𝑊 = [𝑞1, 𝑞2, . . . , 𝑞𝑚]

A transition function T
A reward function R
A time budget 𝜏

Output: An agent’s policy 𝜋

1 Replay memory𝑀 ← {} with capacity C;

2 Initialize policy 𝜋 with random weights;

3 while 𝜋 does not converge do

4 𝑊 ← shuffle the queries in𝑊 ;

5 for each query 𝑞 in𝑊 do

6 State 𝑠 ← (0,𝐶1,𝐶2, . . . ,𝐶𝑛, 0, 0, . . . , 0);

7 Remaining set 𝜌 ← query 𝑞’s all possible RQs

{𝑅𝑄1, 𝑅𝑄2, . . . , 𝑅𝑄𝑛};

8 Reward 𝑟 ← 0;

9 while (𝑠 , 𝜏 , 𝜌) is not at a termination state do

10 𝑓 ← generate a random number from [0,1];

11 if 𝑓 < 𝜖 then

12 𝑎← a random RQ from 𝜌 ;

13 else

14 𝑎← argmax𝑅𝑄𝑖 ∈𝜌
Q𝜋 (𝑠, 𝑅𝑄𝑖 );

15 end

// Estimate query 𝑎 and transit to state 𝑠 ′

16 𝑠 ′← T (𝑠, 𝑎);

// Compute the immediate reward

17 𝑟 ′← R(𝑠, 𝑎);

18 Store experience tuple (𝑠, 𝑎, 𝑠 ′, 𝑟 ′) in𝑀 ;

// Remove query 𝑎 from the remaining set 𝜌

19 𝜌 ← 𝜌 − {𝑎}; 𝑠 ← 𝑠 ′; 𝑟 ← 𝑟 ′;

20 end

21 Update 𝜋 using a random sample from𝑀 ;

22 end

23 end

runs out of time, i.e, 𝑠 .𝐸 ≥ 𝜏 . The third case is when the agent
has exhausted all possible RQs, i.e., 𝜌 = ∅.

When the agent decides which RQ to explore at each step
(lines 12 to 14), we adopt an 𝜖-greedy strategy [38, 59] to balance
between the exploration of RQs with uncertain values and the
exploitation of RQs known with high values. With an 𝜖 probabil-
ity, the agent chooses a random RQ that has not been considered
before (line 12). Otherwise, it selects an RQ that has not been
explored with the highest q-value based on the current policy
weights (line 14). We start with a high probability (𝜖) of explo-
ration and gradually decrease it to favor exploitation with the
training progress.

Once an RQ is decided by the agent as an action 𝑎, we call
the transition function T (Section 4.1) to transit the agent to the
next state 𝑠 ′ (line 16). We estimate the query 𝑎’s running time
and update the new state 𝑠 ′ by adding the estimated time for 𝑎,
adding the cost to the elapsed time, and modifying the costs of
affected RQs. We then call the reward function R (Section 4.1)
to compute an immediate reward 𝑟 ′ for estimating the RQ in 𝑎

(line 17). To this end, we have generated a new experience tuple
(𝑠, 𝑎, 𝑠 ′, 𝑟 ′), and store it in the replay memory𝑀 (line 18). When
𝑀 reaches its capacity C, we replace existing experiences in a
FIFO manner.

After processing a query, we update the policy 𝜋 following
the original deep q-learning algorithm [38] (line 21). We sample

162



a random subset𝑀 ′ of experiences from𝑀 . For each experience
tuple (𝑠, 𝑎, 𝑠 ′, 𝑟 ′) in𝑀 ′, we first compute the target q-value 𝑦 of
the state-action pair (𝑠, 𝑎) using the Bellman equation [66]. We
then update the weights in policy 𝜋 by minimizing the loss value
𝐿 between the target q-value 𝑦 and the current q-value, where 𝐿
is defined as:

𝐿 = (Q𝜋 (𝑠, 𝑎) − 𝑦)2 .

We keep updating the policy 𝜋 until it converges, i.e., the total
accumulated reward of the training workload𝑤 does not improve
much in new iterations (e.g., less than 1%).

Accommodating estimation inaccuracy usingMDP.One
advantage of using the MDP framework where an approximate
QTE may give inaccurate estimations is its tolerance of the inac-
curacy. The MDP model captures the uncertainty in two places.
One is the transitions between states that store the estimated
times of explored RQs. Although estimated times can have errors,
statistically, after learning from the historical queries, the agent
understands which action has the highest expected total reward.
Another place is the reward definition, where the penalty for
making a wrong decision will lead the agent to understand the
QTE’s mistakes and avoid them in the future.

5.2 Using MDP to Rewrite Queries Online

After we train an MDP agent, the query rewriter utilizes the
agent to generate a rewritten query for a new visualization query
𝑞 online. Algorithm 2 shows the pseudo-code. Starting from an
initial state 𝑠 , we use the trained policy 𝜋 to compute the q-values
for all the RQs and select the one with the highest q-value as the
action 𝑎 (line 5). We then estimate the running time of query 𝑎
and transit to state 𝑠 ′ (line 6). We compute the immediate reward
𝑟 ′ for estimating RQ in 𝑎 (line 7). If the action 𝑎 is a potentially-

viable RQ (line 9), we output the query ˆ𝑅𝑄𝑖 in 𝑎 as the generated
rewritten query. Otherwise, we run out of time for the remaining
RQs (line 11). Then we select the rewritten query 𝑅𝑄 𝑗 with the
minimum execution time estimated so far and output it. If neither
cases happen, we repeat the above process.

6 APPROXIMATION REWRITING OPTIONS

In this section, we generalize Maliva by considering rewriting
options with approximation rules. Recall that using a query-
hint set to rewrite an original query 𝑄 into an 𝑅𝑄 can help the
database generate an efficient physical plan that computes the
actual result without any approximation. However, for expensive
queries where no physical plan can meet the time constraint, by
applying an approximation-rule set to 𝑄 , Maliva can generate
an 𝑅𝑄 that efficiently computes an approximate result within
the time budget. We first extend the MDP model in Section 4 to
consider approximation rules. We then discuss two approaches
to applying the MDP model to implement a quality-aware query
rewriter. The quality-aware query rewriter makes the best effort
to generate a viable rewritten query and maximize the result’s
quality. In the end, we discuss the trade-offs between the two
approaches.

6.1 Quality-Aware MDP Model

Consider the case where the rewriting options contain both query
hints and approximation rules. A rewritten query can return an
approximate result with quality loss. We need to let the MDP
agent learn to maximize the chance to generate a viable rewritten
query and maximize the quality of the query result simultane-
ously. To quantify the quality of a rewritten query, we assume

Algorithm 2: Generating an RQ online

Input: A new query 𝑞
A trained policy 𝜋

A transition function T
A reward function R
A time budget 𝜏

Output: An RQ
1 State 𝑠 ← (0,𝐶1,𝐶2, . . . ,𝐶𝑛, 0, 0, . . . , 0);

2 Remaining set 𝜌 ← query 𝑞’s all possible RQs

{𝑅𝑄1, 𝑅𝑄2, . . . , 𝑅𝑄𝑛} ;

3 Reward 𝑟 ← 0;

4 while 𝑇𝑟𝑢𝑒 do

// Select a query with the highest q-value predicted by 𝜋

5 𝑎← argmax𝑅𝑄𝑖 ∈𝜌
Q𝜋 (𝑠, 𝑅𝑄𝑖 );

// Estimate query 𝑎 and transit to state 𝑠 ′

6 𝑠 ′← T (𝑠, 𝑎);

// Compute the immediate reward

7 𝑟 ′← R(𝑠, 𝑎);

// Remove query 𝑎 from the remaining set 𝜌

8 𝜌 ← 𝜌 − {𝑎};← 𝑠 ′; 𝑟 ← 𝑟 ′;

9 if 𝑠 .𝐸 +𝑇 (𝑎) ≤ 𝜏 then

10 return ˆ𝑅𝑄𝑖 represented by 𝑎;

11 if 𝑠 .𝐸 ≥ 𝜏 or 𝜌 = ∅ then

12 return 𝑅𝑄 𝑗 with the minimum execution time

estimated in 𝑠;

13 end

a given visualization quality function 𝐹 . Let 𝑟 (𝑄) be the result
of the original query 𝑄 , and 𝑟 (𝑅𝑄) be the result of the rewritten
query 𝑅𝑄 . Then 𝐹 (𝑟 (𝑄), 𝑟 (𝑅𝑄)) computes the quality of 𝑟 (𝑅𝑄).
For example, suppose we use the Jaccard similarity function to
measure the quality of an approximate result. Figure 8 shows
that the quality of the scatterplot visualization result of an ap-
proximate rewritten query 𝑅𝑄 compared to the original query
𝑄 is 0.76. Note that Maliva does not have restrictions on quality
functions, and many functions can be used, such as VAS in [45]
for scatterplots and the function of distribution precision in [12]
for pie charts.

/*+ Index-scan(t CreateAt) */ 
SELECT Id, Location 
  FROM tweetsSample60 t 
WHERE Content contains "covid" 
    AND Location in ((-132.6, 27.7), 
         (-103.5, 40.0)) 
    AND CreateAt in Nov-2020; 

SELECT Id, Location 
  FROM tweets t 
WHERE Content contains "covid" 
    AND Location in ((-132.6, 27.7), 
         (-103.5, 40.0)) 
    AND CreateAt in Nov-2020; 

Figure 8: The quality of 𝑅𝑄 compared to𝑄 using a Jaccard-based quality

function as an example.

Reward function for a quality-aware MDP model. To
achieve the goal of guiding the MDP agent to learn to maximize
the chance to generate a viable rewritten query and maximize
the quality of the query result simultaneously, we extend the
definition of the reward function in Section 4. Recall that the
learning goal of an MDP agent is to maximize the accumulative
reward. In Section 4, once the agent decides on a rewritten query,
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it receives a reward that reflects the query performance in terms
of the total running time. Guided by the reward, the agent learns
to generate a viable rewritten query quickly. Similarly, the MDP
agent can also learn to quickly generate a viable rewritten query
with a high result quality if the final reward reflects both the
decided rewritten query’s efficiency and quality. The main idea is
to combine the efficiency defined in Section 4 and the quality. The
new reward function is a weighted summation of both. Formally,

suppose the generated rewritten query by the agent is ˆ𝑅𝑄 and

the actual running time of query ˆ𝑅𝑄 is 𝑇 . Then the new reward
function R(𝑠, 𝑎) is defined as follows:

R(𝑠, 𝑎) = 𝛽 (𝜏−𝑠.𝐸−𝑇 )/𝜏 + (1 − 𝛽)𝐹
(

𝑟 (𝑄), 𝑟 ( ˆ𝑅𝑄)
)

. (2)

The term (𝜏−𝑠.𝐸−𝑇 )/𝜏 represents the efficiency of the rewritten
query in terms of running time compared to the time budget. The

function 𝐹 (𝑟 (𝑄), 𝑟 ( ˆ𝑅𝑄)) represents the quality of the RQ’s result.
Note that computing 𝐹 could be expensive since the actual result
𝑟 (𝑄) of the original query is required. However, we only need
to pay the cost in the offline training phase once. In the online
phase, we don’t need to compute the 𝐹 value for a new query
when we use the MDP model to explore different RQs. Since the
MDP model learns from the final reward values only, we do not
require every query to use the same quality function. In particular,
different quality functions can be applied for different training
queries to evaluate their visualization qualities, e.g., some queries
are visualized as scatterplots and others as heat-maps. 𝛽 ∈ [0, 1]
is a parameter that indicates how important the running time is
compared to the result quality.

6.2 Quality-Aware Query Rewriter

Now we discuss how to apply the extended MDP model to imple-
ment a quality-aware query rewriter. We present the technical
details of two approaches and discuss their pros and cons. We
will show the evaluation results in Section 7.
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Figure 9: One-stage MDP approach.

One-stage approach. A natural idea is to replace the MDP
model in Section 4 with the quality-aware MDP model. We let
the MDP agent simultaneously consider query hints and approx-
imation rules as rewriting options. By applying the new reward
function combining both the efficiency of the rewritten query
and the result’s quality, the MDP agent learns to maximize the
chance of generating viable rewritten queries and maximize the
quality.

Two-stage approach. A drawback of the previous approach
is that the agent might miss a non-approximate viable rewritten
query. To solve this problem, we consider a two-stage approach,
with a main idea to let the MDP agent exhaust all candidate query
hints first and then explore those approximation rules. In the
two-stage approach,Maliva first runs the original MDP model,
excluding the approximation rules. If the agent finds a viable
rewritten query, it outputs the 𝑅𝑄 as before. If the agent exhausts
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Figure 10: Two-stage MDP approach. After running the original agent

that considers the 8 query-hint sets defined in Figure 4 without approxi-

mation rules, we cannot find a viable RQ. We then run the new agent with

the quality-aware MDP model that considers all 8 query-hint sets com-

bined with 3 approximation-rule sets (e.g., substituting the tweets table

with 20%, 40%, or 80% sample tables), resulting in 24 rewritten queries in

total. After spending extra time exploring a few RQs, the quality-aware

agent chooses 𝑅𝑄21 as the final decision.

all candidate 𝑅𝑄s without finding a viable one, and the elapsed
time has not exceeded the time budget 𝜏 , then we run the new
quality-awareMDPmodel that considers the approximation rules
to find a viable 𝑅𝑄 .

When the planning time for the original agent is longer than
the time budget, the two-stage approach reduces to the case
described in Section 4. In this case, the one-stage approach is
preferred since it can increase the chance of generating a viable
rewritten query considering approximation rules. When the plan-
ning time for the original agent is relatively small compared to
the time budget, the two-stage approach has the advantage of
not missing any non-approximate viable rewritten queries.

6.3 Differences betweenMaliva and Bao

The recent Bao technique [35] also uses hints to rewrite queries.
Maliva is closely related to Bao but different at multiple lev-
els. First, to select a potentially viable query plan from all the
candidate query-hint sets, Bao takes a brute-force approach by
enumerating all options (using QTE).Maliva, in contrast, trains
an MDP agent that explores the options by carefully balancing
the planning time and query execution time. This difference
makes Bao’s method inapplicable in many visualization prob-
lems in the main application domain of Maliva. Secondly, as we
will demonstrate in Section 7.6, when the number of candidate
rewriting options is large (e.g., > 16), the planning time of Bao
can exceed the time budget. Maliva, on the other hand, has a
significantly shorter planning time and thus is capable of gener-
ating much more viable rewritten queries. Lastly, Bao does not
consider approximate rewrites.Maliva, in contrast, offers flexi-
bility by allowing approximate rewriting queries with minimal
quality loss.

7 EXPERIMENTS

We conducted experiments to evaluateMaliva1. In particular, we
want to answer the following questions: (1) How well does it
rewrite queries to support visualization requests? (2) How well
does it generalize to different numbers of rewriting options?
(3) How well does it perform for different types of queries (e.g.
single-table selection queries and multiple-table joining queries)?
(4) How well does it generalize to different time budgets, unseen
queries and other databases? (5) How does it comparewith related
solutions? and (6) How much is its training overhead?

1Maliva is open-sourced on Github (https://github.com/baiqiushi/maliva)
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7.1 Setup

Datasets.Weused two real datasets and a synthetic one as shown
in Table 1. The Twitter dataset included 100 million geo-located
tweets in the US from November 2015 to January 2017. We kept
the timestamp, geo-coordinate, text message, and several user
attributes for each tweet in a tweets table. For the experiment
on join queries, we used the tweets table and a users table. The
former had a foreign key of łuser_idž referencing the łidž in the
latter. We used the geo-coordinate attribute as the output for
visualization (e.g., choropleth map, heatmap, or scatterplot). The
NYC Taxi dataset [43] included taxi trip records within three
years from 2010 to 2012. The third dataset was generated from
the TPC-H benchmark [60]. We used the line-item table as the
fact table. The attributes we used for query selection conditions
are shown in Table 1.

Table 1: Datasets.

Dataset Record # Size Filtering Attributes

Twitter 100,000,000 57GB

text, created_at, coordinates,

users_statues_count, users_followers_count

NYC Taxi 500,412,914 146GB

pickup_datetime, trip_distance,

pickup_coordinates
TPC-H 300,005,811 65GB extended_price, ship_date, receipt_date

Query workloads. We generated random queries on each
dataset for training and evaluation. Take Twitter dataset as an
example. We first randomly sampled a set of tweets from the
base table. For each tweet, we generated a query as follows. We
chose the text, created_at, and coordinates attributes for
the selection conditions in the query. We generated three con-
ditions based on the values in the sampled tweet. For text, we
randomly selected a non-stop word in the original tweet’s text
message as the keyword condition. For created_at, we gener-
ated a temporal range condition with the value in the original
tweet as the left boundary.We divided the maximum range on the
created_at attribute in the base table into multiple zoom levels,
and randomly selected a level to generate the length of the range
condition. Suppose the maximum range on created_at had 𝐿

days. We computed the maximum zoom level on created_at as
𝑍 = ⌈𝑙𝑜𝑔2 (𝐿)⌉. If we randomly chose a zoom level from range
[0, 𝑍 ] as 𝑧, we computed the length of the query condition range
as 𝑙 =𝑚𝑎𝑥 (𝐿/2𝑧 , 1). Similarly, for the coordinates attribute, we
used the exact coordinates in the sampled tweet as the center. We
randomly chose a zoom level and generated a spatial bounding
box as the spatial range condition for the query.

In the experiments, we divided the queries into three disjoint
sets: a training set, a validation set and an evaluation set. We used
a hold-out validation strategy to choose the best agent. When
evaluating different approaches, the łdifficultyž of the queries in
the evaluation workload played an important role. That is, if none
of the physical plans of a query were viable, then no approach can
generate a viable plan without approximation. On the contrary, if
a high percentage (e.g., over 50%) of the physical plans are viable,
it would be easy for any method Ð even a trivial one that picks
plans at random Ð to find a viable plan. In this regard, we further
divided the evaluation workload into subsets of queries based on
their difficulty measured by the number of viable plans. In our
evaluation, we focus on łdifficultž queries where less than 50%
plans are viable since they can better distinguish the performance
of different methods. More evaluation data can be found in the
full version [3] of the paper.

QTE implementations. We implemented two QTEs to eval-
uate theMaliva’s performance. 1) Accurate-QTE. To isolate the

effect of estimation errors on the Maliva’ performance, we used
the actual execution time of the hinted queries as the estimation,
and set up a unit cost parameter to represent the time of collecting
the selectivity value of one filtering condition in a given rewritten
query. Unless otherwise stated, we used 40𝑚𝑠 as the unit cost
of collecting one selectivity value for the Accurate-QTE. 2) We
also implemented the ML-based approximate-QTE as presented
in Section 4.2. We used a random sample table [67] to estimate
the selectivity values of query conditions. The selectivity values
were used by the approximate-QTE’s ML model to estimate the
execution time of queries.

Performance metrics. We used two metrics to evaluate the
performance of different approaches. Recall that a generated
rewritten query is łviablež if its total response time (including
both the planning time and the querying time) is within a given
time budget. The łviable query percentagež (VQP) of a solution
was the ratio of viable queries over all the queries in the work-
load. The other metric was called łAverage Query Response Timež
(AQRT), which was the average total response time of all the
queries in the workload.

Query-rewriting Approaches.We compared the proposed
MDP-based approaches with three related methods, i.e., baseline,
naive, and Bao [34]. MDP-based approaches included an MDP
agent using an approximate-QTE, i.e., MDP (Approximate-QTE),
and an MDP agent using an accurate QTE, i.e., MDP (Accurate-
QTE). In the baseline approach, the middleware relies on the
database optimizer to generate a physical plan for the original
query. In the naive approach, we used the same approximate QTE
as the MDP-based approach, but enumerated all possible RQs in a
brute-force way, then chose the best RQ as the output. The third
approach was Bao [34]. We used its open-source release [4] as
the server, which provided interfaces for training the model and
using the model to choose the best plan for a given set of query
plans. Its original client, which was a PostgreSQL plug-in, did
not support query hints for using a specific index, which were
required by our visualization queries. To solve this problem, we
implemented a new client in Python to support such query hints
while keeping their server implementation.

In the experiments, we ran both the database and the middle-
ware on the same AWS t2.xlarge instance with four vCPUs, 16GB
RAM, and a 500GB SSD drive. We implemented the middleware
in Python 3.6 and the neural network using Pytorch 1.7. We eval-
uated Maliva on both PostgreSQL and a commercial database.
All figures were results on PostgreSQL if not stated otherwise.

7.2 Performance on Using Query Hints

We evaluated the performance of Maliva for only considering
query hints in rewriting options (i.e., no approximations). For
each dataset, we generated queries with three filtering conditions
and set up the rewrite-option set with 8 query-hint sets, i.e.,
using or not using the index on each attribute. Since one of the 8
hint sets was łno hint at allž, which was the original query, the
total number of candidate physical plans was 7, i.e., the original
query’s physical plan was one of the 7 hinted queries. We varied
the evaluation workloads with different numbers of viable plans
(i.e., 1 − 4 out of 7), and collected the VQP and AQRT metrics
for each approach. Table 2 shows the number of queries in the
evaluation workloads.

Figures 11(a), 12(a), and 12(a) show viable-query percentages
(VQP) on the three datasets. The MDP-based approaches and
Bao outperformed the baseline approach significantly, with MDP
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Table 2: Number of queries in evaluation workloads.

# of viable plans 0 1 2 3 4 ≥ 5

Twitter 518 97 234 118 153 69

NYC Taxi 408 91 146 13 181 3

TPC-H 381 107 310 66 47 0
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Figure 11: Performance on the Twitter dataset (𝜏 = 500𝑚𝑠).

(Accurate-QTE) as the best. For example, on the Twitter dataset,
for the queries with a single viable plan, both MDP-based ap-
proaches increased the VQP from the baseline’s 1% and Bao’s
20% to more than 70%. In most cases, MDP (Approximate-QTE)
performed better than or comparable to Bao. In one case of the
TPC-H dataset, Bao performed better than MDP (Approximate-
QTE) mainly because Bao’s QTE had a much higher accuracy
than the approximate QTE for TPC-H. When the number of viable
plans increased from 1 to 4, the VQP of all approaches increased
because the more viable plans existed for a query, the easier it
was for each approach to find a viable plan in a short amount of
time.
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Figure 12: Performance on the NYC Taxi dataset (𝜏 = 1𝑠).
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Figure 13: Performance on the TPC-H dataset (𝜏 = 500𝑚𝑠).

Figures 11(b), 12(b), and 12(b) show the results of the average
query-response time (AQRT) of different approaches. On the
Twitter dataset, Bao had a comparable AQRT to the baseline,
while MDP (Approximate-QTE) had much lower time than the
baseline and Bao for queries with one or two viable plans. For
example, MDP (Approximate-QTE) reduced the average response
time from the baseline’s 1.11 seconds and Bao’s 1.01 seconds
to 0.4 seconds. On the NYC Taxi dataset, Bao and MDP-based
approaches had comparable performance and were slightly better
than the baseline. On the TPC-H dataset, Bao was better than or
comparable to the baseline. In two cases, Bao performed better
than MDP (Approximate-QTE) because Bao’s QTE had a much
higher accuracy than the approximate QTE on TPC-H. However,

in all cases, MDP (Accurate-QTE) always had a lower query time
than Bao and the baseline, which means it generated a more
efficient plan. In cases where MDP (Accurate-QTE) had a longer
response time, the extra planning time was the main reason. At
the same time, the high VQP of MDP (Accurate-QTE) proved the
ability of the MDP model balancing the planning time and the
query-execution time to maximize the chance of generating a
viable rewritten query.

7.3 Effect of Rewrite-Option Number

We evaluated the effect of the number of rewriting options on
the Twitter dataset. We set up workloads of queries with differ-
ent numbers of filtering conditions, resulting in different num-
bers of rewriting options. To illustrate the planning efficiency
of MDP-based approaches, we also evaluated a naive approach,
i.e., Naive (Approximate-QTE), which enumerated all possible
RQs, estimated their time using the approximate QTE, and chose
the best RQ as output. Table 3 shows the number of queries for
the workloads. (Due to the space limit, we only show results
for 16 rewriting options. More results can be found in the full
version [3] of the paper.)

Table 3:Workloads with 16 rewriting options.

# of viable plans 0 1-2 3-4 5-6 7-8 ≥ 9

# of queries 485 150 241 90 132 93
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Figure 14: Performance for 16 ROs on the Twitter dataset (𝜏 = 500𝑚𝑠).

As shown in Figure 14(a), the two MDP approaches performed
the best, generating up to 40× more viable queries than both
Bao and the baseline approach on queries with one or two viable
plans.

Figure 14(b) shows the AQRT results. Consistent with the VQP
results, MDP-based approaches outperformed both Bao and the
baseline approach. For example, MDP (Approximate-QTE) re-
duced the average response time from the baseline’s 1.13 seconds
and Bao’s 1.05 seconds to 0.66 seconds for queries with one or
two viable plans. Note that in both VQP and AQRT results, the
MDP-based approach performed significantly better than the
naive approach using the same approximate QTE. These results
show the benefit of MDP-based careful planning strategy over a
brute-force enumeration approach.

7.4 Effect of Time Budget

We evaluated the effect of time budget on the performance of
different approaches. We varied the time budget on the Twitter
dataset. We show results for 1-second time budget, and more
results can be found in the full version [3] of the paper.

As shown in Figure 15(a) and (b), the MDP-based approaches
outperformed both Bao and the baseline approach significantly.
MDP (Accurate-QTE) outperformed MDP (Approximate-QTE)
since the agent could afford the expensive estimation cost for
more accurate estimations to find better-rewritten queries. These
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Figure 15: Performance for 1-second time budget on the Twitter dataset.

results show that the MDP model is adaptive to QTEs with dif-
ferent costs and accuracies for different time budgets. Compared
with the results in Figure 11 where the time budget was 500𝑚𝑠 ,
MDP (Accurate-QTE) performed better when the budget was
higher, and MDP (Approximate-QTE) performed better when the
budget was lower.

7.5 Performance on Join Queries

To evaluate the performance of Maliva on queries with joins, we
set up a workload of queries joining the tweets and users tables
with filtering conditions on three attributes. For the MDP-based
approaches and Bao, we considered 7 different ways of using
or not using indexes on the three attributes and 3 different join
methods (i.e., nest-loop-join, hash-join, and merge-join) between
the two tables. Thus we had 21 query-hint sets in total as the
rewriting options. Figure 16(a) shows that for all workloads, the
MDP-based approaches outperformed Bao. For the queries with
only one or two viable plans, MDP (Approximate-QTE) generated
more than twice as many viable plans as Bao. Figure 16(b) shows
that MDP (Approximate-QTE) outperformed Bao in all cases. For
queries with one or two viable plans, the MDP-based approach
reduced the average query response time from Bao’s 0.87 second
to 0.34 second.
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Figure 16: Performance for join queries (Twitter dataset, 𝜏 = 500𝑚𝑠).

7.6 Additional Comparison with Bao

We further compared the performance of Maliva with Bao to
demonstrate the advantage of our approach (see Figure 17). Be-
sides the original Bao approach, we included two additional vari-
ants Ð Bao (Approximate-QTE) and Bao (Accurate-QTE) Ð that
integrated Bao’s enumeration strategy on top of our QTEs. We
focused on łdifficultž queries where less than 50% physical plans
were viable. We used the Twitter dataset and varied the number
of rewrite options from 8 to 32 (as described in Section 7.3).

Table 4: Workloads of queries where less than 50% plans were viable.

# of rewrite options 8 16 32

# of queries 449 481 497

As shown in Figure 17, our MDP-based approaches outper-
formed both the baseline approach and Bao-based approaches
significantly in all the cases. For the 8 rewrite-option workload,
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Figure 17: Comparison with Bao on the Twitter dataset (𝜏 = 500𝑚𝑠).

both Bao-based approaches using the approximate-QTE and the
accurate-QTE outperformed the original Bao. The reason was
that Bao’s own QTE relied on the plan tree and operators’ cost
estimations from the physical plan generated by PostgreSQL. As
a result, it suffered from the significant estimation errors by Post-
greSQL for textual and spatial filtering conditions. With the help
of the approximate and accurate QTEs’ more accurate estima-
tions, the performance of Bao was improved. However, when the
number of rewrite options was 32, both Bao (Approximate-QTE)
and Bao (Accurate-QTE) performed even worse than the baseline
due to the high cost of estimating all the candidate plans in the
brute-force query-planning phase. The VQP of Bao (Accurate-
QTE) dropped to 0% because the planning time exceeded the
500𝑚𝑠 time budget. As shown in the 32 rewrite-option column
of Figure 17(b), by judiciously choosing which rewritten queries
to run the expensive accurate-QTE, the MDP (Accurate-QTE) re-
duced the average planning time from Bao (Accurate-QTE)’s 1.24
seconds to 0.37 seconds, with a reduction of more than 70%. This
result showed the superiority of using the MDP-based approach
for query planning over Bao’s brute-force approach.

7.7 Unseen Queries and Other Databases

To evaluate how well Maliva can be generalized to handle un-
seen queries, we did experiments on the Twitter dataset to train
and test the MDP model using two workloads with different
query shapes. The training queries were on a single tweets table
with three filtering conditions. In comparison, the testing queries
joined the tweets table and the users table on user_id with
three filtering conditions on the former table. As shown in Fig-
ure 18(a), the MDP-based approaches outperformed the baseline
significantly on the workload with unseen queries. For example,
for queries with a single viable plan, the MDP (Approximate-
QTE) approach increased the VQP from the baseline’s 2% to 55%,
and the MDP (Accurate-QTE) approach further increased it to
74%.
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Figure 18: Generalization to (a) handle unseen queries and (b) use a

commercial database.

We also did experiments on the Twitter dataset using a com-
mercial database. We used a smaller table with 10 million records
and thus a smaller time budget (250𝑚𝑠). The result is shown in
Figure18(b). Due to the commercial database’s complex behaviors,
the approximate QTE had a much lower accuracy (two orders
of magnitude) than it had on PostgreSQL. The reason was the
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approximate QTE only considered predicates’ selectivities for
estimation, but more factors in the commercial database affected
the query time, such as buffering and dynamic execution plan
change. However, MDP (Approximate QTE) still had compara-
ble performance (VQP) to the baseline. With a more accurate
yet more expensive QTE, MDP (Accurate-QTE) outperformed
the baseline for all the queries. For example, for queries with
one or two viable plans, the baseline had a VQP of 23%, MDP
(approximate-QTE) had a VQP of 36%, and MDP (Accurate-QTE)
increased the VQP to 50%.

7.8 Performance of Quality-Aware Rewriting

We evaluated the performance of the two quality-aware query
rewriting approaches (i.e., one-stage and two-stage) described
in Section 6. We used the same Twitter dataset and workload as
in Section 7.2. We compared them with the baseline approach
and the MDP approach without considering approximation rules.
For the quality-aware rewriting approaches, we considered five
approximation rules (i.e., adding a LIMIT clause with 0.032%,
0.16%, 0.8%, 4%, and 20% of the estimated cardinality of the query)
in addition to the eight query-hint sets considered in Section 7.2.
All MDP approaches used an accurate-QTE. Besides the AQP
and AQRT metrics, we collected a new metric called Jaccard-

based Quality, which computed the Jaccard similarity between the
visualization result of a rewritten query and that of the original
query.
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Figure 19: Performance of quality-aware rewriting (Twitter, 𝜏 = 500𝑚𝑠).

Figure 19(a) shows the VQP of these approaches. For the group
of queries without any viable plan, the MDP approach without
considering approximation rules and the baseline approach had
a zero VQP. By generating approximate rewritten queries, the
two-stage MDP approach increased the VQP to 24%, and the one-
stage MDP approach further increased the VQP to 31%. There
were 518 queries in the 0-viable-plan workload (Table 2), and the
one-stage MDP approach generated more than 35 viable queries
than the two-stage approach. In terms of efficiency, the one-
stage MDP approach outperformed the two-stage approach in
all cases. Figure 19(b) shows the average Jaccard-based quality
of the rewritten queries generated by different approaches. Both
the baseline and the MDP approach without considering approx-
imation rules had no quality loss. The two-stage MDP approach
had a significant advantage over the one-stage approach in terms
of quality. For example, The former increased the quality of the
0-viable-plan queries from the one-stage approach’s 0.43 to 0.79.

7.9 Training Performance

We evaluated the training performance for workloads with differ-
ent numbers of rewriting options on the Twitter dataset. For each
workload, we divided a set of about 1, 400 queries into a training
set and a validation set. Then we varied the number of train-
ing queries and randomly sampled those from the training set
without replacement. We then used the sampled queries to train

an MDP agent and tested its performance on both the training
queries and the validation queries. We repeated the step ten times
for each number of training queries and collected the mean and
standard deviation of the VQPs. We conducted the experiments
on the MDP approach using the Accurate-QTE. We show results
for 8 rewriting options, and more results can be found in the full
version [3] of the paper.
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Figure 20: Learning curve and training time on the Twitter dataset. The
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Figure 20(a) shows the trend when we varied the number of
training queries. The VQP on the validation set was close to the
VQP on the training set for about 50 training queries. Figure 20(b)
shows the training time of different numbers of rewrite options
on the training sizes. For the same number of training queries,
more rewrite options resulted in a larger q-network, which took
more time to update the weights. For the workload with thirty-
two rewrite options, it took about 150 seconds to train an MDP
agent on 150 training queries.

Remarks: The experiments show that Maliva outperformed
the baseline in terms of both the number of viable queries and
average query response time.Maliva generated up to 70× more
viable queries than the baseline. The advantages of Maliva were
shown in both the real and synthetic datasets, for different num-
bers of rewriting options, time budgets and query workloads. Its
offline training overhead was relatively small. By considering
approximation rules, Maliva generated even more viable queries.
The comparison with Bao shows the advantage of Maliva due
to the fact these two techniques were designed with different
settings and optimization goals.

Limitations: One limitation of Maliva is that when the num-
ber of rewriting options was significant (e.g., ≥ 32), both the
training and the online planning overhead of the MDP models
became expensive. Also, for different sets of rewriting options,
Maliva requires training different models.

8 CONCLUSIONS

In this paper we studied how to rewrite database queries to im-
prove execution performance in middleware-based visualization
systems. We explored two optimization options of adding hints
and doing approximation. We developed a novel solution called
Maliva, which adopts a Markov Decision Process (MDP) model
to rewrite a visualization request under a tight time constraint.
We gave a full specification of the solution, including how to
construct an MDP model, how to train an agent, and how to use
approximating rewriting options. Our experiments on both real
and synthetic datasets showed that Maliva performed signifi-
cantly better than the baseline without no-rewriting options in
terms of both the probability of serving a visualization request
within a time budget and query execution time.
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